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Abstract: The purpose of this paper is to describe a designer’s exploratory use of an e-learning 
usability evaluation heuristic in the beginning processes of designing and developing a nuclear 
math and theory online learning environment (OLE). A team consisting of a designer-developer 
and three evaluators provided feedback through an e-learning usability heuristic, expert background 
and experience, and/or visual design experience. Strengths and weaknesses of the process as well as 
the instrument are described and recommendations for the instrument and future heuristic 
evaluations are provided. 

 
 
Introduction 

Formative evaluation should start early and continue throughout  the design and development of e-learning 
media (Gould, 1988). The evaluation process is often neither strictly formative or summative, but lies on a 
continuum between the two  (Crowther, Keller & Waddoups, 2004). The earlier in the process of the evaluation, the 
more the evaluation will be formative, or provide feedback to iterate the current product; whereas evaluation later in 
the process will be more summative, or the product will be restricted to change (Crowther et al., 2004). Thus it 
becomes clear that the earlier on in the designing and development process one can intervene with usability 
guidelines and evaluation, the more information the designers and developers will have in regards to their design 
and the more impact it will have in regards to less-costly and time-intensive change in the design and increased 
usability.  

 Most of the literature focuses on two teams, each performing separate functions: one as designers or 
developers, and the other as the evaluation team (Bowman, Gabbard & Hix, 2002; Crowther et al., 2004; Federoff, 
2002; Redish et al., 2002; Scholtz, 2004). This is understandable given the skills that are needed to perform each 
function; a designer is often not able to perform thorough usability evaluations and evaluators are not necessarily 
qualified to create designs or develop computer interfaces (Myers, 2004). However, what might be the experience 
and outcome if a designer were to design with an evaluator’s heuristic checklist? How would having a heuristic 
checklist assist in the design and development process, and what might be needed? 

The purpose of this paper is to describe the designer’s exploratory use of an e-learning usability evaluation 
heuristic in the rapid prototyping design and development of a nuclear math and theory online learning environment 
(OLE). By examining the use of the heuristic in the early design and development, we can determine the strengths 
and weaknesses of the design and evaluation process and as well as the heuristic. 
 
Background 

The math and nuclear theory website (see Figure 1) is a problem-centered OLE intended for use in a web-
assisted high school or undergraduate mathematics course (see Etter et al., in press). It was created to address a 
growing need for positions in the nuclear workforce in addition to enabling students to more greatly meet the rigors 
in nuclear mathematics courses. In high school settings, the course would be delivered over two semesters, or one 
semester for undergraduates, and therefore an entire year’s curriculum and activities will be placed within the OLE. 

The learning website contains a large amount of content that must be readily visible to the user and can be 
difficult to implement in regards to navigation, ease of use, and visual design (especially relating to “clutter”). 
Having a usability evaluation to assess how this content is organized, how the user is able to “keep track” of 
completed work, and the ability to move to different sections of the website, is of great interest in this formative 
usability evaluation.  

The International Organization for Standardization (ISO) defines “usability” as “the extent to which the 
product can be used by specified users to achieve specified goals with effectiveness, efficiency, and satisfaction in a 



specified context of use,” (Ergonomics, n.d.). Usability should be evaluated throughout the course of development 
rather than at the end through the use of usability engineering. “Usability engineering is the discipline that provides 
structured methods for achieving usability in user interface design during product development,”  (Scholtz, 2004). 
This paper addresses a small component in usability engineering: the use of heuristics in the formative usability 
evaluation of design. 

 
 

 
Figure 1. Sample page of the Math and Nuclear Theory Site 

 
According to Scholtz (2004), formative evaluation is more about the design than taking actual 

measurements regarding usability, and is defined as user testing with the goal of learning about the design to 
improve its next iteration (Nielsen, 1994). The reporting is often informal, and performed in a way that expedites the 
process. Getting quick feedback in order to iterate the design and interaction is the main purpose of formative 
usability evaluation, and it drives the decision that must be made in the earlier conceptual and development stages  
(Rohn et al., 2002). Heuristic evaluation is one component of formative evaluation and is designed to be less time 
consuming and less expensive to conduct (Scholtz, 2004). While most evaluations only have trained evaluators 
utilizing a usability heuristic, in this case a designer, in addition to usability experts, will use the heuristic checklist.  

It is stated that during the usability engineering process, the key is to test early and often (Henninger, 2000; 
Rohn et al., 2002). However, often projects are not funded to have teams available to support early-and-often 
testing, especially in-depth user-centered usability testing. One of the possible solutions is to have a small team of 
expert reviewers utilize a heuristic checklist in the beginning stages of the design.  

There is much research regarding the use of heuristic checklists or guidelines in evaluation (Reeves et al., 
2002; Mehlenbacher et al., 2005; Dringus & Cohen, 2005). However, most of them do not involve the designer 
utilizing a heuristic checklist themselves when creating the design (Nielsen, 1994). This could be that designers and 
developers are approaching the project from a different perspective of aesthetics and functionality, rather than 
utility.  By understanding the different usability factors, the heuristics could be a meaningful guide for individuals 
with less knowledge and skills of an expert usability evaluator. However, by including usability as a component of 
design and development decisions, it could become difficult to manage several different aspects of the project by 
one person, rather than have different individuals focus on specific design and development elements. In essence, 
there may be times when there is an internal “conflict of interest” when designing the website. As such, we decided 
to focus on a designer’s use of the instrument and have usability evaluators examine the website design with the 
same instrument.  
 
Methods 

The project team consisted of 4 members: a designer-developer, two usability evaluators, and one visual 
design evaluator. The designer-developer’s role, as evident by the name, had both designing and developing roles in 
the creation of the OLE. For convenience, “the design process” will be referred to as the “designing and developing 
process”, and “the designer” will be referred to as the “the designer-developer.” The two usability evaluators, one is 
a professor specializing in learning technologies and the other, a graduate student specializing in usability in 
learning technologies, used the heuristic. The visual design evaluator was a PhD candidate in learning technologies 
with expertise in usability and visual design, herein referred to as the “visual design expert.”  

The instrument used for this formative evaluation was a heuristic checklist previously iterated by the team 
(see Moore, Dickson-Deane, Galyen, Vo & Charoentham, 2008). In this research, the fourth version of the revised 



instrument included 12 categories and 38 questions. The evaluators first selected "yes" or "no" to indicate whether 
every heuristic principle was achieved and if not, they were instructed to provide comments and also indicate the 
severity and extensiveness level of the problem on a scale from 1 to 4 (low to high, respectively). At the end of the 
instrument, they provided a summary statement on the OLE as well as their perceived usefulness of the instrument 
in conveying usability issues.  

Information regarding the usefulness of the usability heuristic in the design process was collected from both 
the designer as well as the evaluators. From the beginning of the design process, the designer had the usability 
heuristic available to refer to as needed over the course of approximately three months. In this situation, the designer 
only worked on the OLE for a few hours a week during a three-month time period. The designer was then 
interviewed regarding how and to what extent the usability heuristic was utilized during the design process as well 
as its perceived usefulness. After the initial design and functionality was created and viewable, the two usability 
evaluators conducted a heuristic evaluation on the learning environment using the same heuristic and the one visual 
design evaluator provided feedback. The usability evaluations and comments were analyzed in regards to content 
and usefulness in feedback regarding formative evaluations. The designer then was able to review the usability 
evaluations and visual designer feedback, and subsequently was interviewed regarding the perceived usefulness of 
the feedback, and how and to what extent the heuristic evaluations provided meaningful design recommendations. 
 
Analysis 

Analysis of the data fell into three main categories: the designer’s use of the instrument, the evaluators’ use 
of the instrument, and the designer’s perceived usefulness of the evaluators’ feedback (presented in the form of the 
instrument). The designer used the instrument from the beginning of the process and indicated that it was a useful 
tool. The main benefit was that it provided a checklist of usability guidelines while including website features from 
the beginning. However, the designer felt that the usability heuristic did not have the ability to address all major 
aspects of creating a learning website. 
 

“I think the heuristic is a good tool for addressing the science of creating a usable site, but not so 
much the art of creating a usable site. There is a lot of science to it, but there’s also the art of it 
that impacts the satisfaction and affective impact a user has when interacting with the site.” [D1] 

 
Likewise, the evaluators commented on similar aspects of the usability heuristic to address aspects of visual 

design, which may be difficult to capture in guidelines: 
 

“Overall, I felt like I gave a ‘surface’ response, not really going into detail. I think the design 
looks fine, but would it be important to rate it on a likert scale?  There is such a big range 
between yes and no.” [UE1] 

 
“The lack of emphasis on visual design of this evaluation instrument may have influence on the 
design. This may explain why this website is not strong in visual design.” [UE2] 

 
The evaluators seemed to feel constrained by the heuristics, because it did not address some of their 

concerns regarding visual design. One of the evaluators cautioned that visual design can be highly subjective, as was 
evident in the large difference between the two usability evaluators opinions regarding visual design issues. One also 
noted that visual design as well as some of the items in the instrument can be highly context-dependent. This is 
supported by Henninger (2000) in their investigation of context-specific usability guidelines. The feedback received 
from the visual designer, however, rated the visual design high, but it was not in-depth and was cursory compared to 
the feedback given by the usability evaluators using the heuristic. 

The feedback from the usability evaluators and visual design evaluator was given to the designer to help in 
redesign. However, the designer felt that the heuristic feedback was reiterating what was known, often presented 
with problem lists rather than redesign suggestions. As a “one-man band” designer-developer, the designer preferred 
more problem identifications with possible solutions for redesign. In addition, some problems or comments were 
interpreted as vague or confusing. For example: 
 

“...Some of the suggestions made me wonder what they were seeing. For example, images had 
clear backgrounds but the evaluator continually stated that the images were different colors from 
the background, causing it to look visually unpleasant.”[D1] 

 



“Both of the evaluators stated that when you logged out and logged back in, it didn’t bring you 
back to the page where you were last at. It works on everything I’ve tried. I am curious what they 
experienced; I’d like more feedback on what they were using or seeing. I don’t know how to 
recreate what the evaluators were seeing.” [D1] 

 
The designer received feedback from the visual designer, which lacked the in-depth usability checks as 

well as the constraints of the heuristic. While the designer found the visual designers’ feedback more cursory and 
less detailed, it was felt it did have some of the “artistic” feedback that the heuristic lacked.  
 

“[The visual designer feedback] was not as extensive as what the heuristic provided, but I feel like it 
addressed some of the “art” of usability. She told me what she liked, what she felt could be better, what 
might cause confusion, and some suggestions for changing. I especially liked the suggestions for change. 
Even if I don’t go 100% with what the person suggests, the suggestions give me a clearer idea of what she 
was thinking was inappropriate, wrong, or confusing with the interface and helps me to think along 
different lines or even spurs me on to a better idea than the suggestion.” [D1] 

 
Discussion 

There is much information on how to conduct evaluations but not on reporting, especially heuristic 
reporting  (Theofanos & Quesenbery, 2005). How to present the findings from the heuristic can make the difference 
between a highly useful or meaningless evaluation. Horbaek & Frøkjær (2005) described the difference between 
problem lists and redesign proposals. They stated that in much of the literature, a good usability instrument is 
assisting the evaluator in the generation of a problem description, rather than in using the problem description to 
facilitate some potential redesign solutions. In their mixed-methods study of developers receiving problem lists 
versus suggested redesign proposals, developers valued redesign proposals over problem lists as input to their work. 
They also found that for much of the data, the usability evaluations, when presented as problem lists, were often 
confirmations of what they already knew. 

This seemed to occur during this case with the use of the usability heuristic. While the use of an e-learning 
usability heuristic in the beginning stages of design and development was beneficial in helping the designer 
implement important usability features as early as possible, it may have rendered the expert formative usability 
evaluations as having less impact. As Hornbæk and Frøkjær (2005) noted in their work, the problem lists resulting 
from the heuristic evaluation were familiar to the designer. For greater usefulness and impact, they suggested it may 
be more useful to supplement problem list with redesign suggestions. This benefits the designer both in receiving 
more information from the heuristic evaluation through redesign suggestions as well as reducing vagueness of 
problem issues by providing sample solutions.  

An alternative to this solution is to consider the heuristic evaluation as a “part 1” of the heuristic evaluation, 
with “part 2” being the meeting of the team to discuss results. In this manner, the designer can ask about comments 
that seem vague or confusing, attempt to recreate problems specified, and brainstorm about potential solutions.  

Another method would be to use a Delphi evaluation method where the process of evaluation will be done 
individually with an evaluation lead to summarize and re-introduce the summary to the individual experts/designer.  
This way consensus can be gained through multiple evaluation attempts, and it reduces the level of ambiguity 
between evaluative reports (Wysocki, 2003). 

The usability experts and the designer stated that certain visual design aspects were difficult to assess with 
the heuristic. These results also seem to support that many usability instruments, especially heuristics, have 
difficulty addressing the affective domain, or “satisfaction,” (Zaharias, 2004; Zaharias, 2006). By including a visual 
designer on the team, unrestricted by a heuristic, seemed to address some of these issues, though more cursory than 
what would have been preferred. A solution to this void in the heuristic could be to incorporate visual designer 
feedback with heuristic results in order to help capture the artistic and affective component that the heuristic seems 
to lack. 
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